Cross-domain few-shot image classification

Pre-trained backbones
+ fine-tuning > "de novo” training
+ batch learning + episodic learning
+ reduced domain gap
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