
1. INTRODUCTION

● Motivation: Current evaluation 

settings primarily focus on 

within-domain scenarios.

● Challenges: Real-world situations 

involve multiple domains with varying 
task configurations [1].

● Goal: Motivate the development of 

methods suited for the any-way 
any-shot cross-domain scenario.

2. EXPERIMENTAL SETUP

3. EVALUATED METHODS

● Baseline methods: Train-from-scratch, 

Fine-tuning, Matching Networks [3], 

Prototypical Networks [4], FO-MAML 

[5], MetaDelta++ [6].

● MetaBeyond: Two meta-learners 

(ResNet-50 and PoolFormer-S24) 

equipped with multiple lightweight 

task-adaptation modules.

● EmmanuelPintelas: Single 

meta-learner (SE-ResNet-152D) with 

an ensemble of distance- and 

linear-based classifiers.

● CDML: Two meta-learners 

(SEResNext101 and SEResNext50) 

enhanced with  contrastive learning 

and self-optimal transport.

● metaCD2: MetaDelta++ improved by 

including contrastive learning and 

regularized knowledge distillation 

using a student-teacher approach 

(SWSL-ResNet50).

5. TAKE HOME MESSAGE

● Pre-trained backbones >  randomly initialized backbones

● Randomly initialized backbones + more training time = almost 

no benefit

● Data augmentation/domain adaptation techniques + extra 

optimizations = better performance
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4. RESULTS

Analysis of the impact of the backbones’ initialization. The bars’ 

texture indicates the following: horizontal lines – linear classifier, no 
texture – NCC, circles – based on MetaDelta++ [6].

 

Ablation study of the shared components among the four methods 

explicitly designed for the any-way any-shot cross-domain scenario.
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